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A gene co-expression network is an undirected graph G = (V, E) where each vertex
in V corresponds to a gene, and a pair of vertices (u, v) is an edge in E if the genes rep-
resented by u and v have at least one expression pattern in common. Modules represent
basic structures for understanding the network organization. More specifically, modules
are defined as groups of genes with similar expression profiles, which also tend to be
functionally related and co-regulated.

Several approaches for module detection in gene co-expression networks have been
proposed [4]; they mainly focus on the discovery of non-overlapping modules. How-
ever, gene co-expression modules are likely to overlap due to the multiple regulatory
domains a gene can be part of. Towards this direction, Neural Overlapping Community
Detection (NOCD) has been recently proposed [5] as an alternative to the discovery
of modules with genes in common. It is based on a neural network that exploits the
structure of graphs. Neural networks are a collection of connected nodes called neurons
aggregated into layers. Data travel from the input to the output layer, after going through
one or multiple hidden layers, where different data transformations are performed [6].
The NOCD model takes as input a network adjacency matrix and/or an attribute matrix.
It outputs an affiliation matrix assigning nodes into a fixed number of possibly over-
lapping modules. Because of their ability to reproduce and model nonlinear processes,
neural networks have found applications in many disciplines. NOCD is a pioneer in
the detection of overlapping modules using neural networks. Thus, applying NOCD in
co-expression networks is a novel and promising approach.

This work presents preliminary work on the use of NOCD for discovering modules,
with possible overlaps, in a co-expression network of rice under salt stress. The net-
work is built from data available on GEO [2] under the accession number GSE98455.
Our main goal is to evaluate the performance of the NOCD model detecting meaning-
ful overlapping modules in the context of co-expression networks and to compare the
outcome to the one generated by the real gene affiliation matrix. In particular, gene
ontology information is used to build such a matrix. The agreement between true and
detected communities is quantified using the overlapping normalized mutual informa-
tion metric [3]. Additionally, NOCD is compared with Hierarchical Link Clustering
(HLC) [1], another overlapping module detection technique that can be used in co-
expression network analysis. The quality of the communities found with both tech-
niques is evaluated using unsupervised metrics such as coverage, density, conductance,
and clustering coefficient.

Finally, it is important to note that NOCD is highly scalable. Thus incorporating this
novel clustering technique enables us to handle large graphs, which is a key requirement
for finding more meaningful gene modules.
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